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Test of response linearity for magnetic force microscopy data
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The utility of vertical propagation by the Green’s function to test response linearity has been
explored for magnetic force microscogyiFM) data from current-carrying wires, by comparing the
measured signal at various tip heights to the corresponding propagated MFM signals. Application of
a one-dimensional Green’s function was found to be sufficient to predict signal height variation for
sample regions of high to moderate field symmetry. For regions of high field asymmetry, the
two-dimensional Green's function was required to obtain good prediction of the height variation.
Agreement between the measured and propagated signals was generally within 5%, except at the
tails where the signal is not well behaved. The quality of agreement deteriorates gradually with the
size of the height propagation. The good agreement spanning a decade of tip and sample separation
suggests that the MFM signal is not significantly affected by nonlinearities and can thus be
interpreted in terms of classical electromagnetic relations governing current flon2002
American Institute of Physics[DOI: 10.1063/1.1489701

INTRODUCTION signals propagate@from a lower height must occur where
there is no rotation in magnetic field. This is a necessary
Variations in current density near defects, constrictionscondition that must be satisfied for rigorous, quantitative in-
and corners in current-carrying lines may play a role interpretation of MFM data. Consistency of MFM data with
electromigration-induced failure® Various groups have the Green's function also ensures that the standard tech-
previously used magnetic force microscapyFM) to image  niques for deconvolution in Fourier spdc¥ are valid. We
current-carrying lines, in applications including detection ofhave previously shown that Green’s function propagation
conducting paths for the purpose of IC failure analysis, can be used to construct a useful deconvolution approach for
measurements of tip magnetizatith,and instrumental extremely narrow features. Here, we concentrate on the
development.We have undertaken quantitative MFM imag- propagation properties of the measured signal, i.e., the true
ery of current-carrying lines for the purpose of determiningsignal as convolved with the instrument response and af-
the underlying current density and variations in such. Wdected by noise and interfering signals. Scheradell M have
have recently shown that MFM has sufficient sensitivity topreviously done similar analysis in Fourier space for mag-
detect variations in the magnetic field near micron-scale denetic thin films, but their analysis was limited to one rela-
fects in current-carrying linésSemiquantitative analysis of tively small (22 nm height variation. Here, we perform a
the signal variation showed that the observed variations wergtudy that spans a decade of tip and sample separation, with
consistent with the formation of a nonuniform current den-linear lift heights ranging from 200 to 1600 nfworrespond-
sity near the defect. A full analysis of MFM signals to extracting tip and sample separations from 90 to 1490 ,nand use
detailed information about the spatial distribution of the cur-& current-carrying line with clear fiducials that allow us to
rent density would be highly desirable. A necessary preregprecisely locate the points of comparison.
uisite for such an analysis is that the measured signal be The measured MFM signaD(x,y,z), obtained at tip
cleanly interpretable, e.g., without serious perturbation dud€ightzis a three-dimensional instrumental convolution,
to interfering signals, instrumental effects, or changes in tip
magnetization, in terms of the classical electromagnetic rela-
tionships governing current flow. To demonstrate that this is D(x,y,z)zf f f A(x—=x",y—y',z—2")
indeed the case, we here test the variation of MFM signal

with tip height against the height variation predicted using xf(x',y’,z")dx'dy'dz

Green'’s function propagation. If the MFM response is linear,

consistency between the signals at various heights and the :f f fA(X,,y,,zf)f(x_x,'y_y,’z_z,)
¥Electronic mail: edw@physics.umd.edu xdx'dy'dz, (1)
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over the instrumental response functidix,y,z) and the f(x,y,z+Az), which is proportional to the curvature of the

unknown true signal(x,y,z). Standard MFM is operated in magnetic field, can be written as a convolution over
phase detection mode, where the signal measured is a phag,y,z). When geometric symmetry permits neglecting
shift. If the tip is modeled as a point dipole/ith magnetic  variation along they direction, we have

momentm,), the phase shift relates to the field curvature as

Q B f(x,y,z+ Az)=J G(x—x,Az)f(x,y,z)dx
d‘P=_<_ mz_ZZv 2
k Jz
whereQ andk are parameters of the specific instrument and :f G(x,Az)f(x=X,y,2)dX, ©)

B, is the vertical component of the magnetic figfterpen- ] ] , )
dicular to the samp)eWe use the extended charge model of Where the one-dimension&lD) Green's function has the
the tip, accounting for the observed signal broadening byorm

convolution of Eg. (2) with an instrumental response z 1
function!?® Other groups have found that the monopole  G(X,2)= — ———. (4)
. . PR mX+2Z
model is often a better empirical model of the tip if it is
approximated as a point probk!*~16 As previously dis- The Green’s function propagation also holds for the

cussed for the case of a current-carrying wire aligned paralleheasured signdEq. (1)]. We can show this, using commu-
to the y axis!? since VXH vanishes above the sample, tation properties:

f G(x—?,Az)D(Y,y,z)dY=fG(Y,AZ)D(X—Y,y,z)dY
=J' G(Y,Az)j J'jA(x’,y’,z’)f(x—?—x’,y—y’,z—z’)dx’dy’dz’d?
=f f fA(x’,y’,z’)f G(X,A2)f(x—x"=X,y—y',z—2")dxdx'dy'dz’

=fffA(x’,y’,z’)f(x—x’,y—y’,z+Az—z’)dx’dy’dz’=D(x,y,z+Az). (5)

This result can be generalized to cases where there is ri@p axis, perpendicular to the sample surface. Calibration of
y-axis symmetry, e.g., a wire containing defects, using twothe piezoelectric scanners was performed using Digital In-

dimensional(2D) propagation struments standards and methods. Vertical displacement lin-
earity is expected to be:3% for heights on the order of 300
D(x,y,z+Az)=f f G(x—X,y—Yy,Az)D(X,y,z)dxdy, nm, but the calibration may not hold in the micron range.
6) The sample used for this study was fabricated using a
. combination of standard photolithography/lift-off and fo-
where the 2D Green's function has the form cused ion beanfFIB) milling techniques. A blank metal line
7 1 3/2 was created on thermally grown Si®y photolithography,
Gxy.2)=5— Ny (7)  followed by thermal evaporation of 20 nm Cr and 110 nm

Au, and liftoff. A 1X 9 um slit, slanted at 45° relative to the

Equations(5) and (6) are based purely on classical electro- meta| line, was fabricated in a 12n-wide metal line by FIB
magnetic relations and provide a relationship that can beyjlling.'” 1on milling was performed with 50 kV Gaions
directly used to test the assumptions we make regardingsing a Micrion 2500 EIB machine wiita 5 nmbeam col-
MFM response. umn. A serpentine beam scanning procedure and relatively
low ion current(~30 pA) were chosen to provide a better slit
shape.

MFM measurements were made with typical currents in

Experiments were performed using a Digital Instrumentshe individual lines of about 33 mA, corresponding to current
Multimode, operated in tappingintermittent contagtand  densities on the order of 2-810° A/lcm?. To exclude topo-
standard MFM phase detection modes. The signal detected ggaphical artifacts, the MFM phase measurements were per-
proportional to the curvature of the magnetic field compo-formed in Digital Instruments interleave linear lift motfe'®
nent perpendicular to the sample pldis. (2)]. The mag-  using lift heights ranging from 200 to 1600 nm. In linear lift
netic tips used are commercially available Co/Cr coatednode, the tip is lifted along a linear path at a constant height
Digital Instruments MESP-HM tips, magnetized along theoffset above a specific linear base line, which is dependent

EXPERIMENTAL TECHNIQUE
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upon the topographyThis mode is different from the stan-
dard lift mode generally used, where the tip is lifted by a
height offset above the measured surface topography. For our
sample topography and specific scan size, the corresponding i l
standard lift height is 110 nm lower than our linear lift height i
in regions above the metal line, i.e., 200 nm linear lift cor-
responds to a standard lift of 90 nm, 400 nm linear lift cor-
responds to 290 nm, ejc-or current-carrying lines, where
there are abrupt and often large 100 nm) changes in height
near the conductor sidewalls, linear lift mode ensures that the
same active volume of the tip interacts with the sample as the
tip is scanned across the linewidth. This is essential to avoid
topography artifacts in these measurements. To exclude
phase response due to electrostatic forces, the potential be-
tween the tip and sample was nulled by an external voltage
divider, as discussed in previous wdn®

In spite of the measures taken to eliminate nhonmagnetic Opm 40pm
contributions to the phase signal, the measurements often
have asymmetric backgrounds that cannot be physicall§fIG. 1. 40<40 um image of a 12um line with a 1X9 um 45°-slanted slit

eliminated. These backgrounds can result from unquantifieﬂ” one side. This line is carrying a 33 mA current, corresponding to a 2.5
X 10° Alcm? current density. Left: AFM topographi range: 300 nm The

Iong.—range interactions of the conducting magnetic tip/MFM line scans from region 1 were averaged to obtain a reference line
cantilever and other parts of the sample, such as the larggan; MFM line scans from region 2 were averaged to obtain a line scan
contact pads. Typical backgrounds minimally affect the Sig_along the slit midpoint; and MFM line scans from region 3 were averaged to
) . . . . obtained a line scan along the slit edgéa) Left: AFM topography (z
nal's h|gh-magn|tude regions of _mterest bUt_ Ca_n_ greatly af-range: 300 nm Right: corresponding MFM phase measured with 200 nm
fect the behavior of the data tails. When significant, thes@near Iift height(z range: 4.05. (b) Left: AFM topography(z range: 300
backgrounds are subtracted from the data, e.g., such thatnai). Right: corresponding MFM phase measured with 1600 nm linear lift
reference signal has the required symmetry and characteri&gight(z range: 2.0.
tics. . . .
In addition to the physical aspects of the experiment, théhe§e linearity assumptions WO!J|d cause t'he measurements to
practical issues of analysis must be also considered. Due g)ewate from the Green's function prediction.
scan_ning Iimitations(512f dgta points) per Iinlc(a scalm_anld A EXPERIMENTAL RESULTS
maximum scan range of about 120n), we take relatively . . . .
small scans to optimize the image resolution. The small scan Atapplng atom|F: force mcroscoW\FM) image .Of the
o . sample with a fabricated slit and the corresponding MFM
range can affect the numerical implementation of the convo- hase image at 200 nm linear lift height are shown in Fi
lution of Egs.(5) and(6). If the data scan is truncated before b 'mag . . t heig . 9-
1(a). Given the vertical tip magnetization, there is MFM con-

the signal adequately decays, the effe(?tlvely Sma"er Integr rast only at the line edges where the magnetic field must
tion areas near the ends of the scan will result in error at th

. . urve into or out of the sample plane. There is significantly
e_nds of the convol_utlon. Where p(_)ssm_le, we choos_e s¢ igher contrast at the slit edge than at the line edge on the
sizes that compromise between optimal image resolution angge onosite the slit. This is due to a localized increase in
well-behaved tails in the scan. the current densitycurrent crowding near the slit edgé?*®

Interpretation of the data assumes the permanence of thg,o o dark spots in the lower half of the MFM image of
tip magnetization and that the effective magnetization is UNEjg. 1(a) are due to the presence of the large dust particles in
affected by the tip position relative to the sample. Anothefihe (opography and were removed for the analysis. A tapping
assumption is the linearity of Eq2), which is based upon aApm image of the slit and the corresponding MFM phase
the first-order expansion of the phase, with respect to pertuimage at 1600 nm linear lift height are shown in Figb)l
bation in effective cantilever stiffness near resonance, whici\jthough qualitatively similar to the 200 nm lift height im-
relates a shift in phase to the force gradient. Calculations Oége in Fig _’La), there is Significant reduction in Signai mag-
the expected force gradients, given approximate tip magneiitude, sharpness, and contrast. Images were also taken at
tization and current densities, indicate that the first-order extinear lift heights of 400 and 800 nm, and they show similar
pansion is sufficient for our low phase shifts. Similarly, aplurring to lesser degrees. The background in this data set
related concern is the linearity of the instrumental outputwas small, so no subtraction was performed on these mea-
The Digital Instruments NanoScopellla extender box actusurements.
ally outputs cos(90% phase shift), rather than the true phase  In order to test the responsiveness of MFM data to ver-
shift as measured with a lock-in techniql®y “phase,” we tical propagation by the Green’s function, we take line scans
typically mean the change in phase from 90° at resonancealong the image captured at 200 nm lift height, propagate
Since our maximum phase shift magnitude is on the order ofhem to various heights, using EdS) and(6), and compare
3°, we typically assume that the approximate phase obtainetthe results to the actual data from those heights. The least
is accurate for our purposes. Significant failure of any ofdemanding test is for a line scan in the region far from the
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09 increasing slightly with the size of the height propagation.
s (a) Figure Zd) includes three thin dark lines that correspond, in
i order of descending magnitude, to the propagations at 1440,
g o 1600, and 1760 nm, and provide a measure of the effect of
5-0.45 +10% error on the actual piezo height. Of the three curves

shown, the propagation to 1600 nm is most consistent with

0.9 10 20 30 20 the actual data and it is unlikely that there is some unac-

09 counted for effect that automatically corrects for inaccurate

(b) piezoresponse. Figure(d@ thus suggests that our piezo
height behavior is good to well within 10%, even at large lift
heights.

A more demanding test of the Green’s function propaga-

tion is for a line scan from the region along the midpoint of

Phase (°)

B —— s the slit, where the current is subjected to narrowing of the
09 effective linewidth. MFM line scans across the sample, av-

(C) eraged over a 0.2am segmen{3 of 512 line scansalong
the lengthwise midpoint of the slit, are shown in Figa)3In
order of descending signal magnitude, the averaged line
scans correspond to linear lift heights of 200, 400, 800, and

1600 nm. The MFM scans are higher in magnitude and more

Phase (°)

09 asymmetrical than those of the reference scan, because the
0 10 20 30 40 . . . . .
09 current is being constricted to a higher overall density and
(d) there is some crowding on the slit side. The bold gray line of

Fig. 3(b) is the averaged line scan at 400 nm linear lift
height, and the thin dark line is the corresponding 1D
Green'’s function propagation from the data taken at 200 nm
-0.45 linear lift height. The discrepancy between the actual data
and the propagation is generally within 5%. The correspond-
ing plots, shown in Figs.(®) and 3d) for linear lift heights

of 800 and 1600 nm, respectively, also demonstrate good
FIG. 2. Reference MFM line scan, averaged from the portion of the mrvagreement. Flgure (@) includes '_[hree thm_ dark lines that
image corresponding to region 1 of Figal (a) MFM line scans across correspond, in order of descending magnitude, to the propa-
the line, averaged over a 0.86n segment11 of 512 line scans 10 um  gations at 1440, 1600, and 1760 nm and provide a measure
away from‘ the slanted slit. In order_ of de;cendmg signal magnitude, th f the effect of=10% error on the actual piezo height. The
averaged line scans correspond to linear lift heights of 200, 400, 800, an . . .
1600 nm.  In(b)—(d) the bold gray line is the averaged line scan measuredCONSistency between the propagations and the actual data in-
at linear lift heightz, and the thin dark line is the corresponding 1D Green’s dicate that the 1D Green’s function propagation is quite ro-

function propagation from the data taken at 200 nm linear lift heig#t. bust, working well even for regions that are not bilaterally
Z=400 nm;(c) Z=800 nm; andd) the three thin dark lines correspond, in aymmemc

order of descending magnitude, to the propagations at 1440, 1600, and 17 . . .
nm, and provide a measure of the effectof0% error on the actual piezo The most demanding test is for a line scan at the edge of

height. the slit, where there is an abrupt change in effective line-
width. MFM line scans across the sample, averaged over a
0.23 um segmeni3 of 512 line scansalong the slit edge,
slit, where the line has the greatest local symmetry and caare shown in Fig. @&). In order of descending signal magni-
be used as a defect-free reference. MFM line scans across thale, the averaged line scans correspond to linear lift heights
sample, averaged over a 0.86n segment(11l of 512 line  of 200, 400, 800, and 1600 nm. The MFM scans are higher
scan$ about 10um away from the slanted slit, are shown in in magnitude and very asymmetrical compared to those of
Fig. 2@). In order of descending signal magnitude, the averthe reference scan, because the current is being constricted to
aged line scans correspond to linear lift heights of 200, 400a higher overall density and there is strong crowding near the
800, and 1600 nm. The bold gray line of FigibRis the slit edge. The 1D Green’s function propagation was inad-
averaged line scan at 400 nm linear lift height, and the thirequate for this case, with discrepancies in MFM peak mag-
dark line is the corresponding 1D Green’s function propaganitude as high as 40%. The high discrepancy indicates the
tion from the data taken at 200 nm linear lift height. The need for 2D treatment of samples that exhibit a high degree
discrepancy between the actual data and the propagation @ asymmetry. The bold gray line of Fig(ld) is the averaged
generally within 5%, except at the beginning and end of thdine scan at 400 nm linear lift height, and the thin dark line is
line scans, where the effects of the data tails are important, ake corresponding 2D Green'’s function propagation from the
discussed earlier. The corresponding plots are shown in Figslata taken at 200 nm linear lift height. The discrepancy be-
2(c) and 2d) for linear lift heights of 800 and 1600 nm, tween the actual data and the 2D propagation is generally
respectively. The agreement between the raw data and theithin 5%. The corresponding plots, shown in Fig&)4and
propagated signal is again very good, with the discrepancy(d) for linear lift heights of 800 and 1600 nm, respectively,

Phase (°)

"0 10 20 30 40
Distance (1m)
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FIG. 3. MFM line scan along the slit midpoint, averaged from the portion of FIG. 4. MFM line scan along the slit edge, averaged from the portion of the
the MFM image corresponding to region 2 of Figall (2) MFM line scans ~ MFM image corresponding to region 3 in Fig(al (a) MFM line scans
across the line, averaged over a 0;28 segmen(3 of 512 line scansalong ~ across the line, averaged over a 028 segmen(3 of 512 line scansalong
the slit midpoint. In order of descending signal magnitude, the averaged linéhe slit edge. In order of descending signal magnitude, the averaged line
scans correspond to linear lift heights of 200, 400, 800, and 1600 nm. li§cans correspond to linear lift heights of 200, 400, 800, and 1600 nm. In
(b)—(d) the bold gray line is the averaged line scan measured at linear lif{b)—(d) the bold gray line is the averaged line scan measured at linear lift
height Z, and the thin dark line is the corresponding 1D Green’s function heightZ, and the thin dark line is the corresponding 2D Green'’s function
propagation from the data taken at 200 nm linear lift heigti. Z propagation from the data taken at 200 nm linear lift heighi. Z
=400 nm; (c) Z=800 nm; and(d) the three thin dark lines correspond, in =400 nm; (c) Z=800 nm; and(d) the three thin dark lines correspond, in
order of descending magnitude, to the propagations at 1440, 1600, and 176#der of descending magnitude, to the propagations at 1440, 1600, and 1760
nm, and provide a measure of the effectiof0% error on the actual piezo Em z:]nd provide a measure of the effect2010% error on the actual piezo
height. eight.

'
o

CONCLUSION

Magnetic force microscopy data from current-carrying

) : . ) lines have been shown to be robust with regard to propaga-
thin dark lines that correspond, in order of descending mags o0 of Jift height by the Green’s function. The agreement

mtud_e, to the propagations at 1440, 1600, and 1760 nm anlgetween the raw data and the propagated data was generally
provide a measure of the effect 6f10% error on the actual \iyhin 506, except at tails where the signal is not well be-
piezo height. _ _ haved. This result shows that the measured MFM signal is
In all cases, the absolute MFM peak sizes are in exceliinear to within 5% and is consistent with the fundamental
lent agreement, generally within 1%—3%. The signature ofequirements of classical electromagnetic relationships. As-
the current crowding phenomenon that we wish to observe igyming no cancellation between different sources of nonlin-
primarily contained in the MFM peaks. Although the tails are earity, the agreement also suggests that the tip magnetization
of lesser importance, they do affect the deconvolution of thgs constant to within 5%, in the presence of the relatively
data and must be treated on a case-by-case basis, e.g., R¥ak fields of our current-carrying line. Thus, in-depth
appropriate background subtraction. The interpretations cénalysis of the MFM signals to extract quantitative informa-
any analysis must always consider the lower reliability oftion about the underlying current distributions is warranted.
results at the tails, where even small backgrounds may havehe 1D Green'’s function proved to be sufficient for treat-
a large effect. ment of data from regions of high to moderate symmetry,

also demonstrate good agreement. Figym icludes three
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