Modern ergodic theory

There is much more to the mathematical study of Gibbs ensembles than the question of whether or not time averages and ensemble averages are equal
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The founding fathers of statistical mechanics, Boltzmann, Maxwell, Gibbs and Einstein, invented the concept of ensembles to describe equilibrium and nonequilibrium macroscopic systems. In trying to justify the use of ensembles, and to determine whether the ensembles evolved as expected from nonequilibrium to equilibrium, they introduced further concepts such as “ergodicity” and “coarse graining.” The use of these concepts raised mathematical problems that they could not solve, but like the good physicists they were they assumed that everything was or could be made all right mathematically and went on with the physics.

Their mathematical worries, however, became the seeds from which grew a whole beautiful subject called “ergodic theory.” Here we describe some recent (and some not so recent) developments that partially solve some of the problems that worried the Founding Fathers; these results appear not to be widely known in the physics community, and we hope to remedy the situation. For a more thorough review of the subject, see reference 1.)
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Although results are not yet well enough developed to answer all the questions in this area that are of interest to physicists today, such as the derivation of kinetic equations or the general problem of irreversibility, they do make a start.

Ergodic theory is concerned with the time evolution of Gibbs ensembles. It has revealed that there is more to the subject than the simple question of whether a dynamical system is ergodic (which means, roughly, whether the system, if left to itself for long enough, will pass close to nearly all the dynamical states compatible with conservation of energy). Instead there is a hierarchy of properties that a dynamical system may have, each property implying the preceding one, and of which ergodicity is only the first (see figure 1). The next one, called “mixing,” provides a clear-cut formulation of the type of irreversible behavior that people try to obtain by introducing coarse-grained ensembles. At the top of our hierarchy is a condition (the Bernoulli condition) ensuring that in a certain sense the system, though deterministic, may appear to behave as randomly as the numbers produced by a roulette wheel.

Some of the mathematical results we shall be discussing have established the positions of some model physical systems in this hierarchy. Of particular interest to physicists is the work of Ya. Sinai on systems of coupled anharmonic oscillators, which shows that, contrary to a common assumption, these systems may not even reach the “ergodic” rung on the ladder. (G. H. Walker and J. Ford have described this work for physicists.)

All the physical systems we shall discuss obey classical mechanics, have a finite number of degrees of freedom and are confined to a finite region of physical space. The reason for our restriction to classical mechanics is that a finite quantum system can never exhibit any of the properties higher than simple ergodicity in our hierarchy (although, of course, a large quantum system may approximate closely the behavior characterized by these concepts). This is because the spectrum of a finite quantum system is necessarily discrete, whereas for a finite classical system the spectrum (of the Liouville operator) can be continuous. The reason for our restriction to finite systems is that very little is known about the ergodic properties of infinite systems. This lack of knowledge is regrettable because only for an infinite system (by which term we mean the limit of a finite system as its size becomes infinite) can one expect to find strictly irreversible behavior in quantum mechanics. Moreover, the distinction between microscopic and macroscopic observables, which appears essential to any complete theory of irreversibility and kinetic equations, can only be formulated precisely for infinite systems. Much research remains
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History of ergodic theory

The "ergodic hypothesis" was introduced by Boltzmann in 1871. To quote Maxwell, "... (t) is that the system, if left to itself in its actual state of motion, will, sooner or later, pass through every phase which is consistent with the equation of energy." In our notation "phase" means dynamical state and the original ergodic hypothesis means that if $y$ and $x$ are any two points on the energy surface $S_E$, then $y = \phi(x)$ for some $t$. The ergodic hypothesis thus stated was proven to be false, whenever $S_E$ has dimensionality greater than one, by A. Rosenthal and M. Plancheer in 1913. S. G. Brush gives a nice account of the early work on this problem (see reference 5).

The definition of an ergodic system given in equation 1 (page 25) can be shown to be equivalent to what is sometimes called the "quasi-ergodic" hypothesis, which replaces "every phase" in Maxwell's statement by "every region $R$ on $S_E$ of finite area," with the further qualification that this is true for "almost all" dynamical states. Indeed as we point out in this article, the fraction of time that the system will spend in $R$ is equal, for an ergodic system, to the fraction of the area of $S_E$ that is occupied by $R$.

It was shown by G. D. Birkhoff in 1927 that ergodicity is equivalent to the energy surface being "metrical transitively." Stated precisely this means that a system is ergodic on $S$ if and only if all the regions $R$ on $S$ left invariant by the time evolution, $\phi(R) = R$, either have zero area or have an area equal to the area of $S$.

The difficult part of Birkhoff's Theorem is to show that $f^t(x)$, which involves taking the time average over infinite times, actually exists for almost all $x$ when $f(x)$ is an integrable function. It is then relatively easy to show that $f^t(x)$ is time invariant; that is, $f^t[\phi(x)] = f^t(x)$, and that ergodicity is equivalent to $S$ being metrically intransitive.

to be done on the ergodic theory of infinite systems, both classical and quantum, but we can be sure that the concepts to be discussed here will play an important part in it.

Surfaces and ensemble densities

Before we go on to discuss the new results, we review some mathematical definitions. If our dynamical system has $n$ degrees of freedom, we can think of its possible dynamical states geometrically, as points in a $2n$-dimensional space (phase space), with $n$ position coordinates and $n$ momentum coordinates. If the energy of the system is $E$, then its dynamical state $x = \{q_1, \ldots, q_n, p_1, \ldots, p_n\}$ must lie on the energy surface $H(x) = E$, where $H$ is the Hamiltonian function. We donate the energy surface, which is $(2n - 1)$-dimensional, by $S_E$ or just $S$ and assume that $S$ is smooth and of finite extent; for example in the case of a system of harmonic oscillators, for which the Hamiltonian is a quadratic form, the energy surfaces are $(2n - 1)$-dimensional ellipsoids.

The time evolution of the system causes $x$ to move in phase space, but since we are assuming our system to be conservative the point $x$ always stays on the energy surface. If the system is in some state $x$ at some time $t_0$ then its state at any other time $t_0 + t$ is uniquely determined by $x$ and $t$ (only). Let us call the new state $\phi_t(x)$. This defines a transformation $\phi_t$ from $S$ onto itself. There is one such function for each value of $t$.

We shall want to integrate dynamical functions (that is, functions of the dynamical state) over $S$. When doing this it is convenient not to measure $(2n - 1)$-dimensional "areas" on the surface $S$ in the usual way but to weight the areas in such a way that the natural motion of the system on $S$ carries any region $R$ (after any time $t$) into a region $\phi_t(R)$ of the same area. This can be accomplished by defining the weighted area of a small surface element near $x$, $dx$, to be such that $dx \sqrt{dE}$ is the correct Euclidean $2n$-dimensional volume element of a "pill box" with base $dx$ and height $dE$.

By a Gibbs ensemble we mean an infinitely large hypothetical collection of systems, all having the same Hamiltonian but not necessarily the same dynamical state. We shall only consider ensembles whose systems all have the same energy, so that their dynamical states are distributed in some way over some energy surface $S$. It may happen that this distribution can be described by an ensemble density; by this we mean a real-valued function $\rho$ on $S$ such that the fraction of members of the ensemble whose dynamical states lie in any region $R$ on the surface $S$ is

$$\int_R \rho(x) dx$$

with $dx$ the weighted area defined above. The simplest ensemble density on $S$ is given by

$$\rho(x) = C \quad (\text{all} \ x \in S)$$

where $C$ is a constant, which can be determined from the normalization condition $\int f(x) dx = 1$. This is called the microcanonical ensemble on $S$.

The systems constituting the ensemble evolve with time, so that the ensemble density will depend on time. The rule connecting the ensemble densities $\rho_t$ describing the same ensemble at different times $t$ is Liouville's theorem, which can be written

$$\rho_t(x) = \rho_0(\phi_t(x)) \quad (\text{all} \ t, \ x \in S)$$

where $\rho(x)$ is the ensemble density at time zero. For example, Liouville's theorem shows that the density of the microcanonical ensemble does not change with time: If $\rho(x) = C$

for all $x \in S$, then Liouville's theorem gives, for any $t$

$$\rho_t(x) = C \quad (\text{all} \ x \in S)$$

The ergodic problem

The principal success of ensemble theory has been in its application to equilibrium. To calculate the equilibrium value of any dynamical function we average it over a suitable ensemble. The same ensemble also enables us to estimate the magnitude of the fluctuations of our dynamical function. To ensure that the calculated averages are independent of time, we use an invariant ensemble; that is, one for which the fraction of members of the ensemble in every region $R$ on the energy surface $S$ is independent of time. We already know one invariant ensemble: the microcanonical, whose ensemble density is uniform on $S$. Before we can use it confidently to calculate equilibrium values, however, we would like to be sure that this is the only invariant ensemble: If other invariant ensembles exist then, in principle, they could do just as well for the calculation of equilibrium properties, and we would have to choose which to use in a particular situation.

There are two questions to settle: the first is whether there are any invariant ensembles on $S$ that do not have an ensemble density. In general there are; for example in the case of a hard-sphere system in a box one could have an invariant ensemble where every particle moves on the same straight line being reflected at each end from a perfectly smooth parallel wall (see figure 2).

The obviously exceptional character of this motion is reflected mathematically in the fact that this ensemble, though invariant, is confined to a region of zero "area" on $S$ and therefore has no ensemble density. To set up such a motion would presumably be physically impossible because the slightest inaccuracy would rapidly destroy the perfect alignment. It is therefore natural to rule out such exceptional ensembles by adopting the principle that any ensemble corre-
period of time, the fraction of time during which event A will be observed is given by the time average $g^*(x_0)$, where $x_0$ is the initial dynamical state and $g$ is defined by

$$g(x) = \begin{cases} 1 & \text{if } x \text{ is in } R, \\ 0 & \text{if not} \end{cases}$$

The ergodic theorem tells us that for almost all initial dynamical states this fraction of time is equal to the ensemble average of $g$, which is

$$\langle g \rangle = \frac{\int_R f dx}{\int_S dx}$$

This is just the "probability" of the event A as calculated in the microcanonical ensemble on $S$.

Another way of defining ergodicity is to say that any integrable invariant function is constant almost everywhere. That is to say, if $f$ is an integrable function satisfying the condition that

$$f(x) = \frac{f^*(x)}{f(x)}$$

for almost all points $x$ on $S$. "Almost all" means that if $M$ is the set of points $x$ for which equation 1 is false, we have $\int_S f dx = 0$. The answer to our second question is given by a theorem, which we shall not prove: the microcanonical ensemble density is the only invariant ensemble—that is, the only one satisfying $\rho(\phi(x)) = \rho(x)$ for all $x$ in $S$—if and only if the system is ergodic on $S$.

The physical importance of ergodicity is that it can be used to justify the use of the microcanonical ensemble for calculating equilibrium values and fluctuations. Suppose $f$ is some macroscopic observable and the system is started at time zero from a dynamical state, for which $f(x)$ has a value that may be very far from its equilibrium value. As time proceeds, we expect the current value of $f$, which is $f(x,t)$, to approach and mostly stay very close to an equilibrium value with very rare large fluctuations away from this value. This equilibrium value should therefore be equal to the time average $f^*$ because the initial period during which equilibrium is established contributes only negligibly to the formula defining $f^*(x)$. The theorem tells us that this equilibrium value is almost always equal to $\langle f \rangle$, the average of $f$ in the microcanonical ensemble, provided the system is ergodic.

To justify the use of the microcanonical ensemble in calculating equilibrium fluctuations we proceed in a similar way. For some observable event A (such as the event that the percentage of gas molecules in one half of a container exceeds 51%) let $R$ be the region in phase space consisting of all phase points compatible with the event A; that is the event A is observed if and only if the phase point is in $R$ at time $t$. If the system is observed over a long

**Hierarchy of systems.** Arrows denote implication: Every mixing system is ergodic, every Bernoulli system equivalent to a roulette wheel, and so on. The middle column lists the three systems discussed in this article—with the "strongest" at the top—as well as the K-system (after A. N. Kolmogorov), which is not discussed. At the left are examples of the systems and at the right physical interpretations or implications.
Hamiltonian (in some suitable units) is

$$H(q, p) = \frac{1}{2} \omega (p^2 + q^2)$$

where $\omega$ is the angular frequency. The transformation $\phi_t$ for this system is a rotation through angle $\omega t$ in the $(q, p)$ plane. The trajectories, which here coincide with the energy surfaces $S_E$, are circles of radius $(2E)^{1/2}$. (The surface element $dx$ is here proportional to the ordinary length of an arc segment.) To be invariant under the transformation $\phi_t$, an ensemble density on $S$ must be unaffected by rotations and is therefore a constant. It follows, then, that the only invariant density is the microcanonical density and so the simple harmonic oscillator is ergodic.

Almost as simple is the multiple harmonic oscillator (physically, say, an ideal crystal), that is, a system with two or more degrees of freedom whose potential energy is a quadratic form in the position coordinates. Unlike the simple harmonic oscillator it cannot be ergodic, because it has constants of the motion (the energies of the individual normal modes) that are not constant on the energy surfaces (the surfaces of constant total energy).

It used to be thought that this lack of ergodicity was an accident and that any small anharmonicity (such as would inevitably be present in a real system) must make the system ergodic by permitting transfer of energy from one mode to another. In 1954, however, Kolmogorov announced results that contradicted this belief. In 1955, Enrico Fermi, J. Pasta and S. W. Ulam carried out a computer simulation of such a system. Initially, they excited one mode only, and instead of the equipartition of the energy between all modes predicted by the microcanonical ensemble they found that most of it appeared to remain concentrated in a few modes; this indicated that anharmonic oscillator systems may not be ergodic.

The lack of ergodicity was proved rigorously by Kolmogorov, Arnold and Moser. They found that if the frequencies of the unperturbed oscillators are not "rationally connected" (that is, if no rational linear combination of them is zero) then, in general, adding to the Hamiltonian an anharmonic perturbation sufficiently small compared to the total energy does not make the system ergodic. The unperturbed trajectories (possible paths of the phase point) all lie on $n$-dimensional surfaces in $S$ (which has $2n - 1$ dimensions) called "invariant tori," and "KAM" prove that under a weak perturbation most trajectories continue to lie within smooth $n$-dimensional tori, so that the perturbed system is also nonergodic. The trajectories that do not lie on the new invariant tori are, on the other hand, very erratic indeed and may fill some $(2n - 1)$-dimensional region densely. One consequence of this very complicated behavior is that even though the system is not ergodic the motion can no longer be decomposed into independent normal modes.

Similar results probably hold also for rationally connected frequencies (which cannot be treated rigorously, although they are of more physical interest); thus Michael Hénon and Carl Heiles carried out computer calculations for the Hamiltonian

$$H = \frac{1}{2} \left( p_{1}^2 + p_{2}^2 + q_{1}^2 + q_{2}^2 \right) + \left( q_{1}^2 q_{2} - \frac{1}{3} q_{3}^2 \right)$$

whose unperturbed frequencies $\omega_1 = 1$, $\omega_2 = 1$, are rationally connected since $1 \cdot \omega_1 - 1 \cdot \omega_2 = 0$. They found that the energy surfaces with $E$ equal to 1/12, 1/8 and probably also 1/6 are not ergodic (see figure 3). As seen in the diagrams the fraction of the area corresponding to smooth curves (which are responsible for the nonergodic behavior) decreases as the energy increases.

For a general system of anharmonic oscillators, such as a real crystal, we expect similar behavior, with the fraction of $S_E$ corresponding to nonergodic behavior decreasing as $E$ increases, and probably disappearing altogether at some critical energy, above which the system would be ergodic and perhaps also show the stronger properties that we shall discuss. At present very little is known about the magnitude of this critical energy in a system with many degrees of freedom.

In the case of gases, the situation is somewhat different. If there were no interaction at all between the molecules then the energy of each molecule would be an invariant of the motion, so that the system (an ideal gas) would be nonergodic. The KAM theorem would therefore lead us to expect nonergodicity to persist in the event of a sufficiently weak interaction between the particles. The actual interactions, however, are not weak because two molecules very close together repel each other strongly; consequently the theorem does not apply. A simple model of this type is the hard-sphere gas enclosed in a cube with perfectly reflecting walls or periodic boundary conditions. Sinai has outlined a proof that this system is ergodic; he has published a detailed proof, based on the same ideas, for a particle moving in a periodic box containing any number of rigid convex elastic scatterers. We shall refer again to this important result.

Mixing

We have seen how to formulate a condition to ensure that the equilibrium properties of a dynamical system are determined by its energy alone and can be calculated from a microcanonical ensemble. This ergodicity condition does not, however, ensure that if we start from a nonequilibrium ensemble the expectation values of dynamical functions will approach their equilibrium values as time proceeds. An illustrative example is given by the harmonic oscillator. For the harmonic-oscillator system, Liouville's theorem shows that the ensemble density repeats itself regularly at time intervals of $2\pi/\omega$; therefore all ensemble with no ensemble density. Hard spheres move up and down the dotted line, which meets the perfectly smooth hard walls at right angles. Collisions between particles and collisions with the walls do not reflect the particles from the line if they are perfectly aligned at the start. An ensemble of such systems has no ensemble density because it is concentrated on a region on the energy surface with zero area (just as the area of a line or of a line segment in a plane is zero). Figure 2
averages also have this periodicity, and so cannot irreversibly approach their equilibrium values.

To ensure that our ensembles approach equilibrium in the way we would expect of ensembles composed of real systems, we need a stronger condition than ergodicity. To see what is required, let us start at \( t = 0 \) with some ensemble density \( \rho_0(x) \) on \( S \), which is supposed to represent the initial nonequilibrium state. At a later time \( t \) the ensemble density is, by Liouville's theorem, \( \rho_t(\phi_t(x)) \). The expectation value of any dynamical variable \( f \) at time \( t \) is therefore

\[
\int_S f(x) \rho_t(\phi_t(x)) \, dx
\]

(2)

As \( t \) becomes large, we would like this integral to approach the equilibrium value of \( f \), which is (for an ergodic system) \( \int_S f(x) \rho(x) \, dx / \int_S \rho(x) \, dx \). A sufficient condition for this is that the system should satisfy the condition called mixing, which is that for every pair of functions \( f \) and \( g \) whose squares are integrable on \( S \) we require

\[
\lim_{t \to \infty} \int_S f(x) g(\phi_t(x)) \, dx = \int_S f(x) \, dx \int_S g(x) \, dx
\]

The special case where \( g = \rho_0 \) shows that integral 2 will approach the equilibrium value of \( f \) for large \( t \) when the system is mixing. Another way of looking at this condition is that it requires every equilibrium time-dependent correlation function such as \( \langle f(x) g(\phi_t(x)) \rangle \) to approach a limit \( \langle f \rangle \langle g \rangle \) as \( t \) approaches \( \infty \). The condition can be shown to be equivalent to the following requirement: if \( Q \) and \( R \) are arbitrary regions in \( S \), and an ensemble is initially distributed uniformly over \( Q \), then the fraction of members of the ensemble with phase points in \( R \) at time \( t \) will approach a limit as \( t \) approaches \( \infty \); this limit equals the fraction of the area of \( S \) occupied by \( R \).

Mixing is a stronger condition than ergodicity: it can easily be shown to imply ergodicity but is not implied by it, as we have seen in the case of a simple harmonic oscillator.

The mathematical definition of mixing was introduced by John von Neumann in 1932 and developed by E. Hopf,² but goes back to J. Willard Gibbs, who discusses it by means of an analogy: "... the effect of stirring an incompressible liquid ... Let us suppose the liquid to contain a certain amount of coloring matter which does not affect its hydrodynamic properties ... [and] that the coloring matter is distributed with variable density. If we give the liquid any motion whatever ... the density of the coloring matter at any same point of the liquid will be unchanged ... Yet ... stirring tends to bring a liquid to a state of uniform mixture."

Gibbs saw clearly that the ensemble density \( \rho_t \) of a mixing system does not approach its limit in the usual "fine-grained" or "pointwise" sense of \( \rho_t(x) \) approaching a limit as \( t \to \infty \) for each fixed \( x \). Rather, it is a "coarse-grained" or "weak" limit, in which the average of \( \rho_t(x) \) over a region \( R \) in \( S \) approaches a limit as \( t \to \infty \) for each fixed \( R \). (A similar distinction applies in defining the entropy. The fine-grained entropy \( -k \int \rho_t(x) \log \rho_t(x) \, dx \), where \( k \) is Boltzmann's constant, retains its initial value forever, but the coarse-grained entropy \( -k \int \rho_t^e(x) \log \rho_t^e(x) \, dx \), where \( \rho_t^e(x) \) is a coarse-grained ensemble density obtained by averaging \( \rho_t(x) \) over cells in phase space, does change for a nonequilibrium ensemble, and approaches as its limit the equilibrium entropy value \( k \log S \).

It is sometimes argued that one cannot have a proper approach to equilibrium for any finite mechanical system because of a theorem, due to Poincaré, that every such system eventually returns arbitrarily close to its initial state. (The time involved, however, will be enormously large for a macroscopic system. Boltzmann, for example, estimated a typical Poincaré period for 100cm³ of gas to be enormously long compared to 10 raised to the power 10 raised to the power 10 years.) Here, however, we are considering ensembles, not individual systems, and the mixing condition guarantees that the ensemble density eventually becomes indistinguishable from the microcanonical density and remains so forever after.

It is true that individual systems in the ensemble will return to their initial dynamical states, as required by Poincaré's theorem, but this will happen at different times for different systems, so that at any particular time only a very small fraction of the systems in the ensemble are close to their initial dynamical states.

The reason for the irrelevance of Poincaré recurrences in mixing systems is that the motion of the phase point is very unstable. Dynamical states that start very close to each other in phase
A familiar example of "mixing." According to V. I. Arnold and A. Avez, the two liquids are rum (twenty percent) and cola (eighty percent), with the result of the mixing process known as a "Cuba libre." (See reference 1 for details of the process.)

Space become widely separated as time progresses, so that the recurrence time depends extremely sensitively on the initial conditions of the motion. The importance of this instability in statistical mechanics was first recognized by N. S. Krylov, a Russian physicist who died in his twenties in 1947; a recent paper gives a theorem that shows this statement about instability to be a rigorous consequence of mixing.

Only a few physical systems have been proven so far to be mixing. The most important is the hard-sphere gas, mentioned above. Sinai's proof that this system is ergodic also gives the stronger result that it is mixing. Roughly, Sinai's method of proving mixing is to show that the hard-sphere system is unstable in the sense discussed above. Physically this instability comes from the fact that a slight change in direction of motion of any particle is magnified at each collision with the convex surface of another particle. The full proof for the simplest case of a "single" particle moving among fixed convex scatterers occupies some 70 pages of difficult mathematics. (G. Gallavotti has provided an elementary introduction to some of the ideas.14)

Bernoulli systems

For lack of space we shall not discuss the next concept in our sequence, that of the "K-system" (after Kolmogorov). For this and related topics such as the Kolmogorov–Sinai "entropy" the reader is referred to reference 1. Instead we jump to the last concept in our hierarchy, that of a Bernoulli system. By a Bernoulli dynamical system we mean one that is, in a sense we shall define, equivalent to an infinite sequence of spins of a suitably designed roulette wheel.

To make this equivalence more precise, we define a finite partition of the energy surface S of our dynamical system as any finite collection of n nonoverlapping regions $R_0, \ldots, R_{n-1}$ which together cover the whole of S. Suppose that some device can be made that will determine which of these regions the phase point is in at any time, but gives no information whatever about which part of the region it is in. That is, every time we use this measuring device we obtain an outcome that is a positive integer—the label of the region the phase point of the system is in at that time.

Suppose we use the device repeatedly at intervals of, say, one second. Its outcome will be a sequence of positive integers from the set $\{0, \ldots, n - 1\}$, which can be extended indefinitely. In general, we would expect these integers to be correlated; that is, the microcanonical probability for each new observation depends on what has been observed before (as in a Markov process, for example). This correlation comes about because the dynamical states of the system at different times are deterministically related, through the equations of motion.

The astonishing fact is, however, that for a certain class of dynamical
systems it is possible to choose the regions $R_0, \ldots, R_{n-1}$ in such a way that the observations made at different times are completely uncorrelated, just like the numbers shown at different times by a roulette wheel. At the same time, the regions so chosen give enough information to discriminate between dynamical states: if two systems have different dynamical states at some time, then the observations made on them cannot yield identical results for the observations at every time. When such regions can be chosen, we call the system a Bernoulli system.

Recently D. Ornstein and B. Weiss showed that the class of Bernoulli systems includes a type of dynamical system (the geodesic flows on a space of constant negative curvature) whose ergodic properties are very similar to those of the hard-sphere system studied by Sinai, and it appears likely that the hard-sphere system too is a Bernoulli system.

As an illustration of a simple Bernoulli system, consider a system whose phase space is the square $0 < p \leq 1$, $0 < q \leq 1$ shown in figure 5, and whose (non Hamiltonian) law of motion is given by a mapping known as the baker's transformation because it recalls the kneading of a piece of dough. If the phase point is $(p,q)$ at time $t$, then at time $t+1$ it is at the point obtained by squashing the square to a $(1/2 \times 2)$ rectangle, then cutting and reassembling to form a new square as shown in the diagram. The formula for this transformation is

$$
\phi(p,q) = (2p - 1, q/2 + 1/2) \text{ if } 1/2 < p \leq 2p.
$$

If $p$ and $q$ are written in binary notation (1/8 in binary notation is 0.00100..., 1/4 is 0.01000, and so on), the transformation removes the first digit after the binary point from $p$ and attaches it to $q$, so that

$$
\phi(0, p_1 p_2 \ldots, 0, 0, q_1 q_2 \ldots) = (0, p_1 p_2 \ldots, 0, p_1 q_1 q_2 \ldots)
$$

where the $p_i$ and $q_i$ take on the values 0 and 1. This transformation is invertible, and from it we can define $\phi_1$ as the inverse of $\phi$ and $\phi_i$ as the $t$th iteration of $\phi_1$. (Only integer values of the time are used here, rather than all real values as in our discussion of dynamics earlier in this article, but we do not regard this distinction as important.) Moreover, the transformation preserves geometrical area, and so the analog of the microcanonical distribution is just a uniform density.

To see how this completely deterministic system can at the same time behave like a roulette wheel, we take the regions $R_0$ and $R_1$ to be the two rectangles $0 \leq p < 1/2$, $1/2 \leq p < 1$ shown in figure 6. Suppose the phase point at time 0 is

$$(p,q) = (0, p_1 p_2 \ldots, 0, q_1 q_2 \ldots)$$

If $p_1$ is zero, the system at time 0 is in $R_0$; if $p_1$ is one, the system at time 0 is in $R_1$. At time 1 phase point is

$$(0, p_1 p_2 \ldots, 0, p_1 q_1 q_2 \ldots)$$

and so we observe the phase point in region $R_{p_1}$. At time 2 it is in $R_{p_2}$ and so on. Likewise, at time $-1$ it is in $R_{p_1}$, at time $-2$ in $R_{q_2}$, and so on. Each observation is determined by a different digit in the binary representation of the number pair $(p,q)$.

Since the analog of the microcanonical ensemble for this system has a uniform density in the square it is not difficult to see that the microcanonical probability of each of these digits in the binary expression for $(p,q)$ is 1/2, and is uncorrelated with all the other digits. The observations made at different times (integer values) are therefore uncorrelated, and so the baker's transformation model is a Bernoulli system.

Possibly one should not read too much physical meaning into this type of result, for with a more complicated dynamical system the regions $R_0, R_1, R_2, \ldots, R_n$ would probably be exceedingly complicated sets in phase space, but from a "philosophical" point of view it is very interesting to see how the same dynamical system can show perfect determinism on the microscopic level and at the same time perfect randomness on a "macroscopic" level.

It is the interplay of these two apparently incompatible levels of description that give the foundations of statistical mechanics their fascination.
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